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Linear Multistep Methods

The Linear Multistep Methods (LMM'’s) are probably the most natural extension to time marching of the space

differencing schemes.
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Applying the representative ODE, u’ = Au + ae”!, the charactistic polynominals P(E) and Q(E)
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Consistency requires that ¢ — 1 as h — 0 which is met if
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“Normalization” results in ), B =1




Families of Linear Multistep Methods

. Adams-Moulton family
ar =1, ag = —1, ap =0, k=-1,-2,---

. Adams-Bashforth family has the same a’s with the additional constraint that 3; = 0.

. Three-step Adams-Moulton method can be written in the following form

Upg1 = Up + h(ﬁlu;1+1 + ﬁou; + ﬁ_lu;m—l + ﬁ—2u;1—2)

Taylor tables can be used to find classes of second, third and fourth order methods.

. For example, with 81 = 0 and
Bo = 23/12, f-1=—16/12, B_o=5/12

produces the third-order Adams-Bashforth method.



Examples of Linear Multistep Methods

Explicit Methods

= u, + huj, Euler
= Up_1 + 2hu), Leapfrog
= up, + $h[3ul, —ul,_,] AB2

= up + (230, — 160, | +5ul,_,]  AB3

Implicit Methods

= up + hu, 4 Implicit Euler

= up + shlu, + ul, ] Trapezoidal (AM2)
= % [4un — up—1 + 2hul, | 2nd-order Backward
= up + 5 [5ul, + 8ul, — ul_4] AM3




1. Minimal storage requirements for high-resolution CFD problems restrict methods to two time levels.

2. Most general scheme (1 4 &)upq1 = [(1 + 2wy — Eup—1] +h [ Oup, 1 + (1 =04 p)ul, — pu

3. Examples:

Two-Step Linear Multistep Methods
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Method

Euler
Implicit Euler
Trapezoidal or AM2
2nd Order Backward
Adams type
Lees
Two—step trapezoidal
A—contractive
Leapfrog
AB2
Most accurate explicit
Third—order implicit
AM3
Milne
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4. Both er, and ery are reduced to 0(h?) if ¢ =& — 60+ 1

5. The class of all 3rd-order methods & = 26 — %

6. Unique fourth-order method is found by setting § = —p = —£/3 = %.
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Predictor-Corrector Methods

. Predictor-corrector methods are composed of sequences of linear multistep methods.

. Simple one-predictor, one-corrector scheme

~ /
Upta = Up+ ahu,

Un—l—l — Unp, + h [Ba%—i—a + ’YU;L]

. «, 3 and ~ are arbitrary parameters.

E*-[E—1—(y+ B)Ah — aBX*h?]
E% - h-[BE“ + v+ afB\h]

. Second-order accuracy: both ery and er, must be O(h?).
. Leads to: v+ =1 ; aﬁ:%
. Second-order accurate predictor-corrector sequence for any «

~ /
Upta = Up+ ahu,

1 /1Y 20— 1Y ,
Upt1 = un+§h o Uy g + - U,




Predictor-Corrector Methods: Examples

. The Adams-Bashforth-Moulton sequence for k = 3

_ 1
Upy1 = Uy + §h[3u;l —up_4]

Un+1

. The Gazdag method

. The Burstein method av = 1/2 is

~/
U, + Nty g 9

. MacCormack’s method

Up, + hu,

1 . -
é[un + Upp1 + iy, 4]




Runge-Kutta Methods

1. Runge-Kutta method of order k (up to 4th order), the principal (and only) o-root is given by
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2. To ensure kth order accuracy, the method must have er, = O(h**1)

3. General RK(N) scheme

un+a
un+a1
ﬂn—i—ag

Un+1

up, + Bhul,

un + Brhu, + yihiy, .,

Uy, + Bohug, + v2h, o + O2hity, | .

un + pahag, + pohily, o + pshiy, g o, + pahi, o,

4. Total of 13 free parameters, where the choices for the time samplings, «, a1, and as, are not arbitrary.
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Runge-Kutta Methods

1. Ten (10) free parameters remain to obtain various levels of accuracy.

2. Finding P(E) and Q(FE) and then eliminating the (’s results in the four conditions
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3
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p1 + pho + p3 + fig 1
Mo + p3oy + g = 1/2
psayr + pa(aye +aqde) = 1/6
pacy102 = 1/24
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3. Guarantee that the five terms in o exactly match the first 5 terms in the expansion of e*”.
4. To satisfy the condition that er, = O(h°)

f120” + pzaf + paad 1/3

pi20® + pzod + paad 1/4

psolyy + pa(0ye +03dy) = 1/12
p3oary1 + praca(ays + aids) 1/8

5. Gives 8 equations for 10 unknowns.




RK4 Method

1. Storage requirements and work estimates allow for a variety of choices for the remaining 2 parameters.
2. “Standard”4'" order Runge-Kutta method expressed in predictor-corrector form
an—&—l /2

an—‘rl/Q

ﬂn—l—l

1 / ~/ ~/ —
Un 41 G Upt1/2 T Upgay2) T Upgq

3. Notice that this represents the simple sequence of conventional linear multistep methods

Euler Predictor
Euler Corrector

Leapfrog Predictor

Milne Corrector
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